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Abstract 

We present three interactive exhibit projects which add technology to the museum space 
or to the museum visitor. We propose a technological intervention which helps curators 
and designers to achieve a balance between leisure and learning and help them be more 
effective in conveying story and meaning. This is made possible by tracking people and 
objects with wireless and unencumbering real-time computer-vision techniques, and with 
wearable computers which can respond to the context and presence of the visitor along 
the path of the exhibit. By using these techniques museums can present a larger variety 
and more connected material in an engaging manner within the limited physical space 
available. They can also enrich and personalize the visit with a wearable computer-driven 
visual and auditory storyteller which can adapt and guide the public through the path of 
the exhibit. All these svstems enhance the memory of thevisit and help build a constructivist- 
style learning experience for the public. 

Introduction 
Applications of technology to museums have so 
far mainly focused in making extensive and attrac- 
tive web sites with catalogues of exhibits. Occa- 
sionally these web sites also present introductory 
or complementary information with respect to what 
is shown inside the physical space of the museum. 
However, unless the public is interested in retrlev- 
ing a specific information about an artist or art- 
work, they will end up spending time scrolling 
across photographs and text in static pages, and 
likely are not involved in an engaging or enter- 
taining experience. Presenting large bodies of in- 
formation in the form of an electronic catalogue, 
usually does not stimulate learning or curiosity. 

Museums have recently developed a strong inter- 
est in technology, as they are more than ever be- 
fore in the orbit of leisure industries. They are faced 
with the challenge of designing appealing exhlbi- 
tions, handling large volumes of visitors, and con- 
serving precious artwork. They look at technology 
as a possible partner which can help archive a bal- 
ance between leisure and learning as well as help 
them be more effective in conveying story and 
meaning. 

One of the main challenges that exhibit deslgners 
are faced with Is that to give llfe to the objects on 
display by telling their story within the context de- 
termined by the other objects in the exhibit. Tradi- 
tional storytelling aids for museums have been 
panels and labels with text placed along the visi- 
tors' path. Yet the majority of visitors express un- 
easiness with written information. Usually time 

spent reading labels interrupts the pace of the ex- 
perience and requires a shift of attention from ob- 
serving and contemplating to reading and under- 
standing (Klein, 1986). Successful labeling is some- 
times hierarchical and allows the viewer to select 
the desired degree of information. 

Another challenge for museums is that of select- 
ing the right subset of representative objects among 
the many belonging to the collections available. 
Usually, a large portion of interesting and relevant 
material never sees the light because of the physi- 
cal limitations of the avallable display surfaces. 

Some science museums have been successfully 
entertaining their public, mainly facilitated by the 
nature of the objects they show. They engage the 
visitor by transforming him/her from a passive 
viewer into a participant by use of interactive de- 
vices. They achieve their intent, amongst other 
things, by Installing button-activated demonstra- 
tions and touch-sensitive display panels which pro- 
vide supplementary Information when requested. 
They make use of proximity sensors to increase 
light levels on an object when a visitor is close-by 
and/or to activate a process. 

Other museums, especially those which have large 
collections of artwork, like paintings, sculptures, 
and manufactured objects, use audiovisual mate- 
rial to give viewers some background and a co- 
herent narrative of the works they are about to 
see or that they have just seen. In some cases, they 
provide audio-tours with headphones along the 
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exhibit. In others, they dedicate sections of the 
exhibit to the projection of short audiovisual docu- 
mentaries about the displayed material. Often, 
these movies that show artwork together with a 
description of their creation and other historical 
material about the author and his times, are even 
more compelling than the exhibition itself. The rea- 
son is that the documentary has a narration, the 
visuals are well orchestrated and come with music 
and dialogues. The viewer i s  then offered a more 
unified and coherent narration than in the frag- 
mented experience of the visit. A visit to a museum 
demands, as a matter of fact, a certain amount of 
effort, knowledge, concentration, and guidance, for 
the public to leave with a consistent and connected 
view of the material presented. 

Motivation 
Based on the above observations, we have identi- 
fied two areas of technological intervention which 
contribute to engage the public and enrich its ex- 
perience during the museum visit. They are: Infor- 
mation Overlay in Smart Rooms (adding technology 
to the museum space) and Spatialized lnteractive 
Narrative with Smart Clothes (adding technology to 
the visitor). 

lnformation Overlay in Smart Rooms 

By using a variety of wireless sensors (primarily 
cameras) and by placing audiovisual devices (pro- 
jectors/speakers) in the museum area, we can use 
technology to virtually enlarge and augment the 
exhibit surface. It is then possible to select and show 
more objects from the ones available in the collec- 
tion - in the form of images which can be virtually 
layered on each other, and selected by meanlng- 
ful interaction with the public. 

A typical example is that of the curator who wants 
to show photographs of the facade of a monu- 
ment at different historical times. If for example 
20 large prints were made, framed, and hung on 
walls they would cover a large surface and take 
room away from other relevant material of the 
exhibit. The 20 images can instead be scanned at 
high resolution and be projected interactively on 
one dedicated surface. An interaction device, rang- 
ing from a simple slider, to a computer camera 
tracking the visitor from above or the front, offers 
the public a selection device which can control 
which image is projected at one time. This method 
has also other advantages over the traditional one. 
The first is that the information overlay highlights 
changes and evolution of the facade through time 
whenever a transition from one image to the next 
is triggered by the visitor. The second advantage 

derives from the constructivist nature of the inter- 
active experience. Empowering the public with the 
ability to cause the transition which shows the evo- 
lution of the facade through time enriches the learn- 
ing with an actual experience and stimulates 
memory and curiosity. The learner in the museum 
is then engaged in an "active process in which s/ 
he uses sensory input and constructs meaning out 
of it' (Hein, 1991 ). 

Spatialized Interactive Narrative with 
Smart Clothes 

Technology can help construct a coherent narra- 
tive of the exhibit for the visitor by creating expe- 
riences in which the objects on display narrate their 
own story in context. Wearable computers have 
recently raised to the attention of technological and 
scientific investigation (Starner, 1997) and offer an 
opportunity to 'augment' the visitor and his per- 
ception/memory/experience of the exhibit in a 
personalized way. Wearable computers can be used 
to simulate a museum curator, or to dynamically 
edit a documentary about the shown artwork 
which is interactively edited according to the path 
of the visitor inside the physical space of the mu- 
seum. As opposed to creating interactive experi- 
ences which are driven by one or more visitors, 
and can be seen by all the surrounding visitors, 
such as the ones described above, wearable com- 
puters target the individual visitor with special 
learning needs or curiosity. A wearable computer 
usually comes in the form of a jacket or vest with a 
small embedded computer, an on-board sensing 
system, and a lightweight headmounted display, 
or glasses with a miniature computer monitor in 
them. Sensors placed in key locations of the ex- 
hibit site, signal to the wearable computer its vicin- 
ity to a selected location, and trigger an appropri- 
ate response on the personalized display. Usually 
the display is placed only in front of one eye, and 
therefore the viewer sees the external world as it 
is, as well as the superimposed graphics, text, or 
images, interactively played by the wearable. 

Projects 
lnformation Overlay in Smart Rooms: 
Responsive Portraits 

We presented Responsive Portraits, our first interac- 
tive museum project at ISEA 97, in Chicago. We 
described a technique to display photographs of 
people in a more engaging manner, such that the 
people portrayed would react to the presence, ac- 
tions and expressions of the viewer (Sparacino, 
1997a). Responsive portraits challenge the notion 
of static photographic portraiture as the unique, 
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ideal visual representation of Its subject. When 
compared to film, photography seems to carry an 
intrinsic narrative poverty, because of its static 
nature. In the case of portraiture, portraits are usu- 
ally read not as stories but as symbols, short visual 
poems that describe a unique and immediate per- 
ception of reality. Moreover, editing single photo- 
graphs for magazines or exhibits can be a frustrat- 
ing experience for the artist as it requires discard- 
ing a number of photographs whlch all contribute 
to define the story or personality of the portrayed 
subject. Responsive portraits seem to be filling 
some of these gaps by incorporating a story be- 
hind the photographic portraits, by letting the pho- 
tographs tell the viewer their own story through 
the interaction. Here the meaning of a photograph 
is enriched by its relationship to the other photo- 
graphs in the set, and to the story line attached to 
them. 

A responsive portrait consists of a multiplicity of 
photographs virtually layered on a high-resolution 
digital display. The image which is  shown at a given 
time depends on how the viewer approaches and 
reacts to the portrayed subject. A small active com- 
puter-controlled camera is placed right above the 
display. By using real-time computer vision tech- 
niques we are able to determine how close/far the 
viewer is  to the portrayed character, her viewing 
angle, and we can also interpret some of her facial 
expressions, such as smile, laughter, surprise or 
disappointment. 

The viewer's proximity to the Image, head move- 
ments, and facial expressions elicit dynamic re- 
sponses from the portrait (Figure I),  driven by the 
portrait's own set of autonomous behaviors, which 
are modeled by a computer program. This type of 
interaction reproduces an encounter between two 
people: the viewer and the character portrayed. 
The experience of an individual viewer with the 
portrait is unique, because it is based on the dy- 
namics of the encounter rather than the existence 
of a unique, ideal portrait of the subject. As the 
participant observes the portrait s/he is also being 
observed by it: the notion of 'who is watching who" 
is reversed: the object on display becomes the sub- 

ject, and the viewer is  observed. The uniqueness 
of the portrait is transferred to the uniqueness of 
the encounter between the viewer and the por- 
trayed character. In this sense, the viewer and the 
artist cooperate in creating an artistic experience. 
Another shift then happens which leads from the 
reproducibility of a work of art to the uniqueness 
of the experience happening in the exhibition gal- 
lery or art museum. Following on the Bahaus con- 
cept of a 'Modern Exhibition', exhibited art should 
not retain its distance from the spectator. It should 
be brought close to him, penetrate and leave an 
impression on him. It should explain, demonstrate, 
and even persuade and lead him to a planned re- 
action. In this sense exhibit design can borrow from 
the psychology of advertising. 

Responsive portraits are created in two steps. First 
the photographer goes on assignment and shoots 
an extended set of portraits of her subject in a va- 
riety of poses, expressions, gestures, significant 
moments. We feel that is  important that at this 
stage the artist concentrates on connecting with 
its subject and postpones editing choices to the 
next step. Later, editing happens. In the case of 
responslve portraits the photographer can choose 
at this stage not only what the public will experi- 
ence but also how it will be experienced. The artist 
can edit a set of pictures which map her experi- 
ence approaching the subject. Otherwise she can 
choose another set which represents a landscape 
of portraits of a person which changes according 
to the point of view of the observer. It is important 
to notice that at this stage the artist does not do a 
final edit of what the viewer is going to see. The 
artist only sets up the terms of the encounter be- 
tween the public and the portrayed character by 
choosing a basic content set and a mapping. Map- 
ping is done by autonomous agent based model- 
ing of content. In this work we used our previous 
research and implementation of Media Actors 
(Sparacino, 1999a). Media Actors are autonomous 
agents with goals, behaviors, and sensors. A Me- 
dia Actor knows whether its content is text, image, 
movie clip, sound, or graphics and acts accordingly. 
It also has a notion of its role and 'personality at- 
tributes.' 

Figurn 1. Reactions of a responsive portmit to the viewer's proximity and behavior. 
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According to the type of chosen mapping we are 
gathering content and implementing three types 
of Responsive Portraits: 1. The Extended Portrait; 
2. The Responsive Hologram; 3. The Photographic 
Essay. The Extended Portrait maps single aspects 
of the personality of the portrayed subject to the 
'personality' of a Media Actor. Extended Portraits 
include: 'The Chronological Portrait', which layers 
photographs of a person across time; 'The Expres- 
sive Portrait' which sets up a communicative fa- 
cial expressions game between the portrayed char- 
acter and the viewer; and the 'Gestural Portrait" 
which uses a wider framing of the subject, includ- 
ing hands, to engage the public in the interactive 
experience. 

Responsive Holograms are portraits which react 
as a function of the viewing angle of the observer 
as certain well known holograms. These holograms 
show a sequence of an action as the viewer moves 
her head horizontally across the display. In our 
system the portrayed subject changes her pose/ 
expression according to the observation point of 
the viewer. The metaphor here is that we tend to 
see people according to our own emotional and 
experiential perspective coordinates: as these co- 
ordinates change we acquire new knowledge and 
understanding of the people surrounding us. Lastly, 
the 'Photographic Essay" addresses the challenge 
of letting the public edit a photographic narrative 
piece through the interactive feedback of distance 
from the subject, point of view, and facial expres- 
sion. 

The interactive interface is a real-time computer 
vision system named LAFTER (Oliver, 1997). 
LAFTER is an active-camera, real-time system for 
tracking, shape description, and classification of the 
human face and mouth. By usingonlyan SGI lNDY 
computer it Is able to provide a wide range of in- 
formation about the person appearing in the frame, 
such as: the center of the bounding box of the head 
and mouth, the rotation angle of the face and 
mouth about the axis given by the standing body, 
size of face and mouth, distance of the viewer from 
the camera, head motion, facial expression recog- 
nition -the person is: surprised, smiling, laughing, 
sad, neutral. The system runs at a speed which 
varies from 14 to 25 Hz on a 2OOMHz R4400 indy, 
according to whether or not parameter extraction 
and mouth detection are activated in addition to 
tracking. 

Information Overlay in Smart Rooms: 
Unbuilt Ruins 

Following on the experienced earned with the pre- 
vious project, in January 1999, we created another 
museum exprerience which satisfies both the needs 
of the curator - who needs to be able to feature a 
great quantity of material in a limited physical space 
- and those of the viewer - who benefits from a 
coherent narration of the spatially fragmented 
objects on display. Prompted by architect Kent 
Larson and designer Ron MacNeil, we designed an 
exhibit space which shows a variety of architec- 
tural designs by the influential XXth century 
american architect Louis Kahn. The exhibition in- 
teractively features radiosity-based, hyper-realistic 

Figures 2 and 3. Schematic diagmm of the Unbuilt Ruins exhibit and projected views from one hot-spot 
from the architectural plan of the Meeting House of the Salk Institute, La Jolla, Caluornia, 7959-65. 
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Figures 6 and Z Visitors placing the active cursor on a hot spot on the map 
and discussing the displayed views. 

The exhibit was open for one month at the 
Compton Gallery at MIT in February 1999, and later 
in the year for another month at the University of 
Pennsylvania's gallery exhibit space. It raised en- 
thusiastic feedback from visiting people, architects, 
curators, and classrooms. 

Unbuilt Ruins was also used as a model for a MOMA 
exhibit called 'The Un-private House' curated by 
Terence Riley and shown at MOMA in the summer 
of 1999. We built an initial prototype in which we 
adapted the original setup we had at the MIT 
Compton Gallery to display architectural plans of 
houses projected on a table. A custom tag system, 
developed at MIT, was used to select which archi- 
tectural plan would be explored by the vlsitor at 
one time. The tags were embedded inside post- 
cards of the shown houses, and when placed on 
the table, they would be detected, and the corre- 
sponding floor plan would be projected. The com- 
puter vision system tracked three objects, in the 
form of small dolls. When the visitors placed an 
object over a hot-spot on the plan, they triggered 
the system to display photographs showing what 

would be seen from that point in the house, as 
well as text which would function as a guide of the 
exhibit. The three dolls represented the point of 
view of the curator, the architect of the displayed 
house, and the owner. Each of these dolls placed 
on a hot-spot told the story of the exhibit from a 
slightly dlfferent viewpoint. The communication 
between the tag reader, the computer vision soft- 
ware, and the graphical display software was net- 
worked such that more communicating tables with 
displays would be able to exchange information, 
or be aware of the behavior/exploration of the 
other visitors of this exhibit (Figures 8,9,10). 

Spatialized Interactive Narrative: Wearable 
City 
In the context of the SICGRAPH99 Emerging Tech- 
nology exhibit (Sparacino, 1999b) we presented a 
wearable setup that can easily be customized for 
museum use. Wearable City is the mobile version 
of a 3D WWW browser we created, called 'City of 
News.' City of News (Sparacino, 1997b) fetches and 
displays URLs so as to form skyscrapers and alleys 

Figures 8,9,10. Floorplan and views of one of the chosen house5 for the prototype of 
" h e  Un-Private House" interactive exhibit at MOMA. 
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of text and images which partlcipants can visit as 
if they were exploring an urban landscape of in- 
formation (Figure 11 ). By associating information 
with geography people can better remember what 
path has led them to a particular web page, and 
recall its content, or find it again on the web, based 
on its spatial location. In addition, the three dimen- 
sional architectural landscape offers a context to 
associate related information by its geographical 
position. 'Wearable City" is the mobile version of 
the above. It shows a 30 WWW browser with a 
SIGGRAPH map superimposed to the real world 
on the participant's head mounted display. The 
sensing system is made by infrared transmitters/ 
receivers distributed around the physical location 
of the exhibitor. When the wearer is near an infra- 
red tagged location Wearable City shows a web 
page of that contributor from the right locatlon in 
the map. The receiver is a small infrared diode situ- 
ated appropriately on the headmounted display 
and connected to a small transducer which com- 
municates with the wearable computer's serial port. 
The computer is made by a th in laptop's 
motherboard placed in the back of the jacket. We 

Figurp 7 1. Scrpen shot of City of News. 

used conductive thread to sew a small keypad on 
the jacket's sleeve so that people could request 
more information or browse by pressing one of 
the VCR-like keys (Figure 12). 

We also described possible applications of wear- 
able computing to performance in (Sparacino, 
1997~). In this case a similar setup Is used as an 
augmented storytelling device whlch allows the 
wearer to see the actual performance wlth the 
added context/explanatlon/virtual characters su- 
perimposed and coordinated with the performer's 
movement though the viewer's headmounted dis- 
play. w e  are currently implementing a real-time 
computer vision system which can run on a sepa- 

rate processor inside the wearable computer so as 
to adapt the same device for museum use. 

We belleve that these personalized systems offer 
a great platform of experimentation for personal- 
ized museum tours in which the spatial location of 
the wearer and what they are looking at, as de- 
tected by the wearable computer, help construct a 
narrative and a computerized museum guide based 
on, and edited by, the actual physical path of the 
public along the exhibit. This wearable computer 
guide is only complementary to and does not re- 
place current museum guides. Its purpose is to 
present images, animations, text, and audio so as 
to integrate the fragmented museum experience 
in a coherent whole, as if the wearer was driving 
an interactive documentary of the exhibit by choos- 
ing his path in the museum. The system can also 
make suggestions about possible physical paths 
for the wearer to follow along the exhibit, based 

Fig~rp 12. MIT Media Lab3 department head, 
PmfessorAler Pentland, modeling a wearable 

computer with a display embedded in the glasses 

on context and personal profile. Therefore the 
interactivity can be used not only to retrieve infor- 
mation 'on the fly' and explain the exhibit, but also 
to direct and guide the wearer along points of in- 
terest and coherent sequencing. The ability to con- 
nect and fetch information from the web and to 
present it In a spatialized way is also an important 
element for the public to understand and be situ- 
ated in the augmented experience. It facilitates the 
work of the curator as no additional content needs 
to be prepared other than what is already on the 
web. The wearable computer transforms the ex- 
perience of the museum visit into a tour in a mul- 
timedia-augmented memory palace (Boyer, 1996) 
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in which the memory of the visit and the learning 
experience are greatly enhanced by the techno- 
logical innovation. 

Conclusions 
We have identified two areas of technological in- 
tervention which contribute to creating an engag- 
ing experience for the public. These are: Informa- 
tion Overlay in Smart Rooms (adding technology 
to the museum space) and Spatialized lnteractive 
Narrative with Smart Clothes (adding technology 
to the visitor). We described applications and tools 
to construct these interactive experiences for three 
projects: Responsive Portraits, Unbuilt Ruins, and 
Wearable City. These project respond to current 
needs of museums to attract a larger public and to 
offer people a memorable and fun learning expe- 
rience. Through information overlay it is possible 
to compress in the limited space of the museum a 
larger portion of material relevant to the exhibit 
and to the public. The interactivity of the setup, in 
addition to the projections, stimulates people to 
explore and construct meaning out of the displayed 
artwork. The wearable computer-driven museum 
guide, based on the wearable city project, allows 
integration of all additional information relative to 
exhibit along the wearer's path in a personalized 
way. 
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